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Abstract— Next generation Digital Libraries (DLs) will offer an
entire ensemble of systems and services designed to help users
to easily find and access the information they are looking for.
However, much work is still required in order to achieve this
vision. In this paper, we concentrate our attention on devising
techniques allowing an effective routing of queries, which we
think can be of the utmost importance in providing effective
and efficient querying in heterogeneous and distributed DLs,
identifying the best ways to navigate the available nodes and,
thus, the documents (or their parts) which are most suitable to
best answer the user needs. We describe a routing mechanism,
which we call routing by mapping, in which the query is sent to
the DL peers whose subnetworks best approximate the concepts
required. To this end a distributed index mechanism is adopted,
which we call Semantic Routing Index (SRI). We also present
some exploratory experiments showing the effectiveness of the
proposed approach.

I. INTRODUCTION

In recent years, the constant integration and enhancements
in computational resources and telecommunications, along
with the considerable drop in digitizing costs, have fostered
development of systems which are able to electronically store,
access and diffuse via the Web a large number of digital
documents and multimedia data. In such a sea of electronic
information, the user can easily get lost in her/his struggle
to find the information (s)he requires. For these reasons, the
concept of Digital Library (DL) has become a pivotal one:
exactly as a physical library, a DL contains a collection of
documents that are at the users’ disposal. The most advanced
DLs becoming available today have the following features,
among others: (i) documents (textual documents or even
metadata on multimedia items) are not limited to free text,
but are most likely also expressed in semistructured formats,
such as XML associated to XML Schemas; (ii) they come
from different sources, usually available on the web, and are
heterogeneous for what concerns the structures adopted for
their representations but related for the contents they deal
with; (iii) the underlying architecture is more and more often
distributed over a number of nodes (peers), each one, for
instance, managing specific document collections.

Along with the documents themselves, a good next gen-
eration DL should offer an entire ensemble of systems and
services designed to help users to easily find and access
the information they are looking for. Indeed, querying and
accessing distributed and heterogeneous DL information in an

effective and efficient way requires to devise a whole series
of techniques in several synergic areas. Consider for instance
Figure 1 as a sample scenario of a portion of a distributed
DL containing data about publications. Each peer composing
the DL network (“DL Peer” in the picture) is enriched with
a schema that represents the peer’s domain of interests, and
semantic mappings, represented as grey bold lines, are locally
established between peers’ schemas [1], [2], [3]. In order
to query a peer in the DL, its own schema is used for
query formulation and mappings are used to reformulate the
query over its immediate neighbors, then over their immediate
neighbors, and so on. Thus, query answers can come from any
peer in the DL that is connected through a semantic path of
mappings [4]. In such a setting, effectively answering a query
means propagating it towards the peers which are semantically
best suited for answering the user needs. However, it is not
always convenient for a peer to propagate a query towards
all other peers. In particular, a query posed over a given DL
peer should be forwarded to the most relevant peers that offer
semantically related results among its immediate neighbors
first, then among their immediate neighbors, and so on. As
an example, let us consider the following query, posed on
the schema of peer A: “Retrieve the titles of the scientific
publications of author XY”. The peer A’s neighbors peer B
and peer C are very similar as to the portion of the schemas
involved in the query above; as to the second step of query
reformulation, peer E is more relevant than peer D and peer F,
since it deals with scientific publications, instead of magazines
and newspapers. For these reasons, the answers obtained from
path peer C - peer E fit better the query conditions than those
from paths peer B - peer D - peer F and peer B - peer F.

In this paper, we concentrate our attention on devising
techniques allowing an effective routing of queries in a dis-
tributed environment, which we think can be of the utmost
importance in providing effective and efficient querying in
next generation DLs, identifying the most relevant documents
(and documents’ portions) in their network. We describe a
routing mechanism, which we call routing by mapping [5], in
which the query is sent to the peers whose subnetworks best
approximate the concepts required. To this end a distributed
index mechanism is adopted: each peer in the DL owns a
Semantic Routing Index (SRI) which summarizes the ability
of its subnetworks to semantically approximate the concepts
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Fig. 1. A small example of a distributed bibliography DL

of its schema. Such data structures are dynamically computed
exploiting the available semantic mappings and evolve with the
network topology following specifically devised algorithms.
The paper is organized as follows: in Section II we introduce
our approach, present the SRI structure and its use for routing,
Section III shows the results we obtained in our preliminary
experimental tests, while Section IV presents a short discus-
sion of related works and concludes the paper.

II. SEMANTIC ROUTING BY MAPPING

In our work we rely on the notion of summarized sub-
networks as in [6], and we propose the routing by mapping
mechanism, where the selection of the best answering peers
in the DL is based on the semantic information about the
peers’ contents. It relies on the semantic mappings (originally
described in [7] for a heterogeneous centralized environment)
that each peer establishes between its schema and the ones
of its neighbors by performing apposite schema matching
operations. By means of these mappings each concept of
the peer schema is associated to the most similar concepts
of the neighbors schemas and each of these associations is
characterized by a numerical score, belonging to the interval
[0,1] and quantifying the level of semantic approximation in
moving from the first to the second concept. In the scenario
we consider, a query originating from a given peer is always
expressed in terms of its reference schema. If routing was
limited to the semantic knowledge each peer has on its
neighbors, every query reaching a peer would be forwarded
to the neighbors having the highest scores for the required
concepts, since these peers have the highest probability to
produce correct results.

Example 1: Let us consider a portion of a multi-topic
distributed DL (Figure 2-a). Peers A, B, E and F are nodes
containing documents about sports, while Peers C and G’s
topic is music. Peer A has established appropriate semantic
mappings with its two neighbors, peers B and C. We now
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Fig. 2. Example of the semantic routing by mapping mechanism.

suppose that, according to these mappings, concept “player”
of peer A schema is associated to concept “athlete” of peer
B and to concept “singer” of peer C; the scores for these
mappings, indicated on the connecting arcs, reflect the simi-
larity between the two couples of concepts and are 0.34 and
0.08, respectively. This means that, according to our routing
mechanism, a query posed to peer A and asking for concept
“player” would be preferably forwarded to peer B, because
it has an higher approximation score for concept “player”
w.r.t. peer C, signifying an higher probability to obtain useful
documents parts. ¤
A. From Mappings Scores to Summarized Information

A good routing mechanism should not be limited to the
exploitation of the information about the neighbors alone.
Indeed, in the neighbors selection, each peer should also
consider the approximation capability of the peers belonging
to the subnetworks routed by its neighbors (i.e. peer E, F and
G in the Figure 2-a), as the query would likely be propagated
to these subnetworks too. Ideally, it would be desirable for
each peer to calculate a semantic mapping with each other
peer of the DL, so that this information could be exploited
in the routing process. However, an approach of this kind is
clearly not applicable in a real-life distributed DL context, due
to the excessive amount of data to be stored because of the
potentially very large number of peers.

Instead, in our approach, each peer creates and main-
tains cumulative information summarizing the approximation
capabilities of the whole subnetworks routed by each of
its neighbors. This summarized information is calculated by
each peer by appropriately combining the semantic mappings
scores towards its neighbors with the summarized information
each neighbor has about its own subnetwork. Being such
information computed in the same manner, we obtain that
the knowledge about mappings is propagated throughout the
whole DL and each peer can learn about all other peers
without being directly connected or interacting with them.
Further, in order to avoid the presence of cyclic paths in the
updates propagation, when a peer connects to the network a
cycle detection mechanism based on global unique identifiers,
as in [6], may be adopted. To obtain the cumulative infor-
mation we apply two different types of operations, named
aggregation and composition, to the original mapping scores.
Before introducing in detail the data structures we devised for
conveniently maintaining this summarized information, let us
show by means of an example of use of these operations.



Example 2: Consider again the DL scenario of the previous
example (Figure 2-a). Peer B is connected to peer E and F
other than peer A, and so the score for the mapping that
associates concepts “player” and “athlete” must be revised
considering the subnetwork of B. To this end, peer A computes
its semantic score towards B by composing the similarity
score between “player” and “athlete” (i.e. 0.34) with a score
obtained from peer B indicating how well concept “athlete”
can be approximated in the subnetwork including peer E and
F. This last score is computed by peer B by aggregating
the scores characterizing its mappings for concept “athlete”
towards neighbors E and F. Specifically, these mappings in-
volve concepts “sportsperson” (peer E) and “team member”
(peer F) with two scores of 0.52 and 0.41, respectively.
Peer B sends the aggregated result to A, which composes it
with its score of the mapping “player”-“athlete” and obtain a
final score expressing how well the concept “player” can be
semantically approximated by the subnetwork routed at peer
B. Similarly, the score for “player” (peer A) toward peer C
must be computed considering the subnetwork of peer C, i.e.
the only peer G. Thus, the score for “player” toward peer C
is calculated, by peer A, by composing the similarity score
between “player” and “singer” (0.08) with the aggregation of
the scores characterizing the mappings of peer C toward its
neighbors (i.e. the only peer G), that corresponds to the only
score 0.63. ¤

As to the actual execution of the aggregation and compo-
sition operations, they are performed by applying appropriate
mathematical functions, adequately expressing the meaning of
aggregation and composition.

B. Semantic Routing Indices

To maintain the information about mapping scores, each DL
peer owns a specially devised data structure called Semantic
Routing Index (SRI). The index is represented by a matrix
and, for each peer of the system, the rows are associated to
the peer neighbors, while the columns refer to the concepts of
its schema. An example of such data structures is represented
in Figure 2-b for peer A, whose schema is supposed to include
only four concepts: “sport”, “team”, “coach” and “player”. As
can be seen, the columns of the matrix are associated to the
concepts of peer A schema, while its rows are associated to
peer A neighbors (i.e. peer B and peer C).

Our idea is that each cell of the matrix stores a score
representing how the concept associated to that column is
semantically approximated by the subnetwork routed by the
neighbor associated to a given row. For example, the number
0.28 in the cell corresponding to the last column and the
first row, means that concept “player” of peer A can be
approximated through the subnetwork routed by peer B with
a similarity score of 0.28.

The scores stored into the indices are computed by the
involved peers in an incremental way, on the basis of the
peer connections to the system, and following its evolution.
Specifically, when entering the system, each peer queries its
neighbors about their previous mappings and can consequently
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Fig. 3. The experimental scenario

compute its scores performing the appropriate aggregation
and composition operations. The sequence of operations to
be performed is specified by a protocol whose detail can be
found in [5].

III. EXPERIMENTAL EVALUATION

In this section we present a summary of a set of experiments
we performed to test the effectiveness of the techniques
presented in the previous sections. In this initial phase of our
research, instead of relying on particular distributed DL ar-
chitectures or implementations, we chose a simulation frame-
work, able to reproduce the main conditions characterizing
such an environment. In particular, for our experiments we
used SimJava 2.0, a discrete, event-based, general purpose
simulator, which allows us to verify the behaviour of our
algorithms without using real systems. In this way we were
able to abstract from additional DL management, network and
communication issues, while maintaining full control on the
internal dynamics of routing indices management, which is
essential to our effectiveness evaluation ends. In our experi-
ments we chose not to perform efficiency evaluation, since this
would involve many other aspects related to networks issues,
requiring an exhaustive analyses of them, and is therefore
beyond our current goals.

We performed two types of experiments: the first type to
verify the comparability of mapping scores and the second to
show the usefulness of semantic routing indices. Due to the
lack of space, we present only a small selection of results for
each type of these tests. The common scenario we modelled
through the simulator corresponds to a small distributed and
multi-topic DL. Each node (peer) is supposed to contain
documents different from the others and describing a particular
reality. Further, in order to deepen the tests at different levels
of semantic heterogeneity, we considered peers belonging to a
small set of topics, where the schemas of the peers about the
same topic describe the same reality from different points of
view. In Figure 3 a portion of this network is depicted, where
peers about the same topic are identified by the same shade of
grey. In particular, peers in the figure contain documents about
sport (peers A and B), music (C, D, E and F) and scientific
publications (G, H, I and J). Notice that, since we currently are
only in the initial phase of our testing, the considered network
scenarios are not particularly complex. In the future, we will
enrich them with more complicated network topologies and
consider a larger number of peers, stressing our approach on
real-life DL scenarios.



PeerA PeerB PeerC PeerG
sport sport 0.1965 storage 0.0193
team club 0.1202 track 0.0356 article 0.0585
coach trainer 0.3858 signboard 0.0765 journal 0.0606
player athlete 0.1721 singer 0.0834 author 0.0962

PeerC >D PeerC >H Gr Ratio
tracklist 0.0093 0.0026 3.51
track 0.0025 0.0002 14.77
singer 0.0253 0.0161 1.58
albumTitle 0.0269 0.0002 174.44

Fig. 4. Results of first (top) and second (bottom) experiment

For the first type of experiments, we considered the part
of the network in Figure 3 surrounded by the broken line,
including peers A, B, C and G. The top part of Figure 4 shows
the mapping scores of peer A, and the concepts these scores
refer to. As can be seen, the matching algorithm correctly maps
each peer A concept to the corresponding peer B concept.
Also for peer C and G, whose schemas belong to different
categories, associations are built between concepts considered
the most similar for their semantics and positions, however
in this case the mapping scores are very low. Nevertheless,
mapping scores comparability is demonstrated because, for
each peer A term, the mapping with the highest score is
towards peer B; this reflects the fact that peer B, which is
about the same topics of peer A, can semantically approximate
peer A concepts in a better way than peer C and G do.

For the second type of experiments we focused our attention
on peer C. In the bottom part of Figure 4 we show how
the scores in peer C routing index are different between the
subnetwork including three peers about the same subject (peers
D, E, F, first column of the table), and the subnetwork of peers
containing documents about different topics (peers H, I, J, sec-
ond column). The scores are computed by applying the product
as composition function and, as aggregation, the revision of a
function commonly used in travel demand applications when
modeling the aggregation of several alternatives [8]. In this
type of tests, the key parameter for effectiveness evaluation
is the growth ratio, i.e. the measure of how bigger are the
scores towards the same topic subnetwork w.r.t. the other one.
We can see, as we expected, that the scores are significantly
higher in the first case (growth ratio greater than 1), reflecting
that the SRI correctly captures the fact that the subnetwork of
peers on the same topic of peer C contain documents whose
concepts are semantically more similar to the peer C ones.
Thus, these and other tests show that it can be possible to
rely on SRIs in order to identify, in a distributed DL, the
subnetworks containing the documents (or their parts) which
are most likely to satisfy a given user query.

IV. RELATED WORK AND CONCLUDING REMARKS

In order to design an efficient routing mechanism for a dis-
tributed DL environment, we analyzed and tried to exploit and
significantly enhance the best ideas available in the distributed
information management and search field, specifically from

the P2P and PDMS areas. P2P systems provide very basic
data management capabilities and rarely offer mechanisms
to represent and exploit their semantic, with negative conse-
quences for localization and retrieval operations. Therefore,
basic P2P architectures alone are not flexible enough in order
to provide the required search features of next generation
DLs. On the other hand, recent PDMSs [9], [10] offer a
decentralized and easily extensible architecture for advanced
data management, in which anytime every node can act freely
on her/his data, while in the meantime accessing data stored
by other nodes. However, even in the most advanced systems,
such as [11], [12], the routing mechanism is limited to the
only local information provided by the neighboring peers or,
as in [6], it is only based quantitative information.

In our work we tried to combine the routing capabilities of
P2P systems and the semantic richness of PDMSs, enabling
effective searches in a distributed, totally dynamic and flexible
environment, not depending from a centralized server and
without losing the semantic richness of queries. From the
tests we performed, we can see that exploiting SRIs in a
distributed DL environment could indeed be beneficial for a
more effective querying process, since in this way it is possible
to identify the best way to navigate the available nodes and,
thus, the documents (or their parts) which are most suitable to
best answer the user needs. In the future, we plan to deepen
the test activity, stressing our approach on large real-life DL
scenarios.
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